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MARKOV CHAINS

Definition: A stochastic process is a collection of random variables (or
random elements) {X;}:c7 defined on the same probability space.
(Usually we take T = N or R. We will consider Markov chains {X,},>0
taking values a finite or countable state space /. Usually we consider

| ={1,2--- N} or | = Z But not always.

Preparatory Definitions: A probability vector A on | is a a function

Al —10,1] so that >, ., Ai = 1.

A matrix p; on [ is a stochastic matrix or transition matrix if for every
I €1,37c pj = 1. For linfinite and P a matrix on / P? is not in
general defined but it is for stochastic matrices.



Markov Chains: definition

A stochastic process {X,},>0 is a (A, P) Markov chain on / for \ a
probability vector and P a stochastic matrix on [ if

(i) P(Xo=1i) = AV,

(ii) For any n and
oy i1,y P(Xpp1 =J | Xo=lo, X1 = i, Xo =) = pi;

Condition (ii) is often expressed as X, .1 is conditionally independent of
(Xo, X1, -+ X,) given X, = i, for every i,,j € /.

We say {X,}n>0 is @ Markov chain (on /) if it is a (AP) Markov chain
forsome X\ and P. X is called the initial distribution (for {X,},>0 ) and P
is the transition matrix.

We can similarly speak of Markov chains {X,}o<n<n



An equivalence

Theorem
{Xn}n>0 is a (A, P) Markov chain if and only if¥n, i, iy---i, € |

HD(Xo =g, X1 =11, - Xy = in) = )\iopioilpilig © Pin_iin
{Xu}n>0 is @ (A, P) Markov chain, we prove the claimed probability by

induction on n. For n = 0 it is just the definition of the initial distribution
A. Suppose the claim is true for n, then by (ii)

P(Xo = io, X1 = i, -+ Xy = i, X1 = Ing1) =
]P)(Xn—l—l — in+1 | XO - i07X1 — ilu e 'Xn - ’n)]P)(XO - i07X1 — ilu e 'Xn - ’n)
= Pipin P(Xo = lg, X1 = i1, -+ Xy = ip)
= Pinips1 NioPigiv Pivio * = * Pin_1in



Proof continued

Conversely, given the condition applied with n = 0, we have that
Vi, P(Xo = i) = A;. That is condition (i) Equally for condition (ii)
Vn,ig, iy €1

]P)(Xn—i-l - in+1 | XO - i07X1 - ila t 'Xn = ln) -

P(XO — io’Xl - il’ o 'Xn - in7Xn+1 = in—l—l) — D
P(XO = I.0,X1 frg [.]_7 e Xn — In) p/,,:,,ﬂ




The Markov Property

Theorem
For {Xs}n>0 @ (A, P) Markov chain, suppose that P(X,, = i) > 0, then
conditional on event {X,, = i}, the process

Zy = Xmin n>0
is a (§;, P) Markov chain independent of (Xy, X1, -+ Xin)
Define events
* A= {Xo=ip, Xe =i, Xon = im(= i)}
* B = {Xn=Jo(=1),Xmt1 =11, Xontn = Jn}
e C = {Xn=10)}

P(BNANC)

IP)(B ‘ AN C) = P(A N C) = Pjoj1 Pjrj2Pjn—1jn

=P(B | C) = P(Z = jo.Z1 = j1,"+ Zy = jn) for (6;, P) MC.



A is not important

So we can apply the Theorem with m = 0. For any event A depending on
Xo, X1, -+, we have by Total Probability

= ) P(Xo=)P(A]| Xo = i)

iel

= ) _APi(A)

il
where PP; is the probability for a (6;, P) Markov chain. That is if we know

the probabilities IP;, then we know the probabilities arising out of all (\, P)
Markov chains.



Powers of transition matrices.

Consider a (d;, P) Markov chain for fixed i. We know P;(X; = j) = pj.
By the law of total probability

Pi(X = k) Zﬁmm_J i(Xo=k|Xi=j)=

Z]P’,-(Xl = /)P =Y PiPix
J J
= P35 = p3. With an identical argument
Pi(Xs = k) ZPM—J (X =k|X2=j)=

ZIP’ (X2 =j)p = Zpypjk
= P2  Fora () P) Markov chain,

= Y NPy



Consequences

Theorem

For {X,}n>0 @ (A, P) Markov chain, and r a strictly positive integer, the
process

Z, = X, n>0

is a (A, P") Markov chain.

Theorem

For {Xn}n>0 @ (A, P) Markov chain, and rn < r, <--- <rg

]:P)i(Xfl - ilasz = i27 oo r1k - lk E >\ PpP2"™ ... P'rk_ljk_l

iin " i ik—1ik



